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ABSTRACT
People’s search behaviours in Google have been extensively studied,
but less so in Large Language Models (LLMs) such as ChatGPT. In
this extended abstract, we propose a survey study to understand
people’s perceived credibility of LLM responses and their search
behaviors. The hypotheses are synthesized based on a literature
review of people’s search behaviours on Google. With this study,
we can potentially shed light on safer and more responsible search
behaviours when using LLMs as either standalone conversational
AI products or as a part of social robots.
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1 INTRODUCTION
With the advent of text-based generative AI, search and information
seeking are likely to become less keyword-driven and more based
on natural language. Healthcare Q&A robots have been designed
to address the shortage of medical personnel [4] and they can be
easily enhanced by LLMs. However, LLMs do not always generate
correct information and the stakes are higher when it comes to
areas such as healthcare [5]

Existing research found that ChatGPT responses are more useful
than Google featured snippets1 [14]. However, issues with featured
snippets might occur in people’s interaction with LLMs as well,
such as accuracy of LLM responses, higher stakes of misinformation
1According to Google, Google’s search results sometimes show listings where the
snippet describing a page comes before a link to a page, not after as with their standard
format. Results displayed this way are called “featured snippets.”
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in high-stake/sensitive areas like healthcare [12], and people’s over-
confidence about their internal knowledge [9] after seeing ChatGPT-
generated responses.

Understanding people’s trust in LLM responses and confidence
in their internal knowledge after queries is thus timely and im-
portant to ensure safer and healthier search behaviour in the LLM
era. In this extended abstract, we propose a survey study to com-
pare people’s perceived credibility of LLM responses and featured
snippets, informed by the extensive literature on search engine
behaviours. In the sections below, we first discuss existing research
on (1) Generative AI for search and (2) Search engine’s featured
snippets; then we introduce study design including hypotheses and
survey design.

2 RELATEDWORK
2.1 Generative AI for Search
The capabilities of generative AI for information-seeking have al-
ready been tested for their effectiveness. A study on translators
found that direct answers provided by ChatGPT were typically
more useful than top search results even with featured snippets,
and a version that combines generative AI with references and top
search results, called Perplexity AI performs even better [14]. LLMs
also create a more intuitive way of using natural language to an-
swer queries as compared to conventional search engines, leading
to higher user satisfaction [19]. However, LLM can introduce errors
[19], and ease of querying may not translate to higher accuracy
in searches [23]. Search results have some advantages in terms of
being cheaper to process than power-hungry LLMs, and benefit
localised searches within an organisational domain since generative
AI could return out-of-scope results. Nevertheless, time pressure to
search for information prompts users to rely more on the chat with
LLMs, even though many display some overall skepticism towards
AI’s accuracy [3].

We can also get a clue from how things could evolve based
on previous changes made to search engine behaviour, with the
biggest one being featured snippets, sometimes also called Q&A,
that was introduced by Google roughly a decade ago, and since
then, other search engines, such as Bing also have rolled out similar
snippets. These snippets are populated from the search results and
are displayed at the top of the search results in a separate section.
We will elaborate on this aspect in the section below.

2.2 Search Engine Featured Snippets
2.2.1 Accuracy Issues. Research on search behaviour has found
that featured snippets are overestimated in credibility by users and
they may also lead to changes in opinions if they are uncertain
[2]. Almost half of the featured snippets are usually taken from the
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top-ranked search query [21] but this does not necessarily make
them accurate. The accuracy of featured snippets varies a lot and
Google’s is better at answering where questions than who, what,
or where questions [25]. There have been tweaks to the algorithm
that have made snippets available to more queries, but these are
often not from very credible sources [13].

2.2.2 Bad Information on Sensitive Areas. In certain sensitive cate-
gories, such as pharmaceutical drugs, Google snippets were rated
as less than 50% accurate and complete in 5 out of 6 questions as
against FDA-approved drug medication guides [12], and they have
also been known to be misinterpreted or not presenting a viewpoint
in many health-related snippets [10]. A featured snippet on health
is most often picked from the Mayo Clinic but its answers are of-
ten too short, lacking depth and breadth, and when information is
picked from a for-profit website, such as WebMD and Healthline,
the risk is of sourcing from information not written by medical
professionals, and with vested corporate interests [16]. A study
found that of misleading Google search results about California
representatives, 70% had a misleading featured snippet [11].

2.2.3 Change in User Behaviour. In fact, access to featured snippets
risks making people more confident about their internal knowledge
even though featured snippets are external knowledge [9]. An in-
dustry study of 2 million featured snippets found that they reduce
the overall number of clicks on search results and the number of
clicks that the top search result would normally get [18]. A survey
found that a majority of Google searches were not resulting in a
click at all with the query answered by the search itself [8].

2.2.4 Age Differences in Relying on Featured Snippets. A survey
found that the youngest age group (13-18) was over twice as likely as
the oldest age group (70-100) to consider their question answered by
a featured snippet, or a knowledge panel [15]. While older people
are more likely to make incorrect decisions due to reliance on
heuristics or rules of thumb [1], they also show lesser sunk-cost
fallacy in later life, i.e., they would not continue investing time,
money, or effort into a situation when it is no longer beneficial
[20]. The problematic search behaviour of younger people was
also confirmed by Taylor’s research – millennial generation Web
searchers made limited attempts to evaluate the quality or validity
of the information [22].

3 STUDY DESIGNS
3.1 Hypotheses
Users have shown a tendency for directly relying on features in-
troduced by search engines, meant for heuristic help, including
featured snippets [8, 9, 15, 18]. With the evolution towards LLMs,
users have been found to prefer LLMs over Google in search, al-
though this might be influenced by time pressure: time limits led to
greater reliance on LLMs [14]. Examining how people evaluate the
credibility of LLM responses and featured snippets is interesting yet
under-investigated. Thus, we wish to test the following hypothesis,

Hypothesis 1: There is a difference in the level of trust for
results of queries from LLMs, search engine results with featured
snippets, and plain search results.

Previous studies showed that people tended to cross-validate
LLMs’ responses regarding healthcarewith other information sources
such as Google, exhibiting caution [24], a caution also reflected in
other non-healthcare studies [14]. However, there has not been a
comparison between users’ credibility perception of LLMs vs search
engine results when searching for information in high-stake areas
such as healthcare. Thus, we wish to test the following hypothesis,

Hypothesis 2: There is a difference in the level of trust for
results of queries from LLMs, search engine results with featured
snippets, and plain search results, in high-stake areas for Q&A,
such as healthcare.

Users have previously demonstrated more confidence in their
internal knowledge when having easy access to search engine’s
featured snippets; in other words, their search fluency affected their
knowledge confidence and this could be termed search-induced
cognitive overconfidence [9]. However, experiments have proved
that this knowledge self-assessment could be fallacious [7]. Recent
evidence suggests that LLM-based searching risks exacerbating
existing biases through more biased user search queries and hard-
ening user confidence in their stances [17]. Unjustified confidence
also prevents people from considering changes in opinion [6] We
expect that LLMs too might have a similar influence on user be-
haviour, particularly overconfidence in internal knowledge. Thus,
we wish to test the following hypothesis,

Hypothesis 3: There is a difference in the level of confidence in
users’ internal knowledge as results of queries from LLMs, search
engine results with featured snippets, and plain search results.

Older adults are more cautious about assigning credence to the
results shown in search engine’s featured snippets, as compared to
younger adults [15], and other research has shown them to differ
in their biases from younger age groups [1, 20]. Whether this gap
of cautious level between older vs. younger adults is widened in
LLMs is unknown. Thus, we wish to test the following hypothesis,

Hypothesis 4.1: There is a difference in the degree of caution
between older adults and younger adults in their trust of results
from LLMs, featured snippets, and plain search results.

Hypothesis 4.2: The gap between the degree of caution between
older adults and younger adults is wider for LLMs as compared to
featured snippets, and plain search results.

3.2 Survey Design
We propose to conduct a survey with a crossover design. The sur-
vey will have some questions asked on regular topics and some
high-stakes topics. The questions and full screenshots of responses
from LLMs and search engines will be presented – the responses
include (1) LLM responses presented where featured snippets usu-
ally feature, (2) featured snippets and a ranked list of search results,
and (3) a ranked list of search results without featured snippets.
Users will also have the option to click on the links presented for
more information about search results in a popup window if they
wish to. For each response, the participants will be asked questions
that relate to the search query to understand their accuracy of un-
derstanding. They will be asked about their level of confidence in
their internal knowledge, trust in the search results, and ease and
satisfaction with the process. The ordering of LLMs, results with
snippets, and plain results, which can be called search modes, will
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be randomised between the participants. The number of questions,
and types of questions, will be consistent for all participants.

Participants will be recruited from different age populations
by targeted outreach to universities, community forums, religious
organisations, health organisations, and others. Results will be
analysed using tests of statistical significance and they will include
demographic analysis.
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